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Resumen: Se propone la construccion de una
interfaz holografica utilizando reflexién de luz para
visualizar en tres dimensiones objetos digitalizados
a través de la técnica de proyeccion de franjas. La
digitalizacion completa de los objetos de prueba se
obtiene uniendo multiples reconstrucciones parciales
usando el algoritmo ICP (Iterative Closest Point).
La interfaz propuesta fue equipada con sensores
ultrasonicos para control de perspectiva del objeto
a través de gestos manuales. La caja holografica
con control sin contacto tendra un diseno simple y
econdémico que permitird ser utilizada en escuelas y
museos, para mostrar objetos y manejarlos de forma
dinamica e intuitiva.

Palabras clave: Digitalizaciéon, Tridimensional,
Proyeccién de franjas, Perspectiva, Holografia.
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1. Introduccién

Actualmente, existen multiples tecnologias de visua-
lizacion y control de objetos y escenas 3D, como Mi-
crosoft y la red neuronal hNet, que se emplean prin-
cipalmente para fines de investigacién. El principal
problema con las tecnologias existentes es su costo y
poca accesibilidad, ya que estan privatizadas, y solo
tienen acceso ciertas empresas o universidades. Esta
situacion impide que los avances en tecnologias 3D
puedan adquirirse en lugares y aplicaciones de im-
pacto significativo, como escuelas, museos, hospitales,
pequenas y medianas empresas.

En este proyecto se propone la creacién de una in-
terfaz hologréafica que permita visualizar en tres di-
mensiones objetos digitalizados a través de la técnica
de proyeccién de franjas. El dispositivo propuesto es-
tara equipado con sensores ultrasoénicos para control
de perspectiva del objeto a través de gestos manua-
les. La caja holografica con control sin contacto podra
ser utilizada principalmente en escuelas y museos, pa-
ra desplegar objetos y manejarlos de forma dinamica
e intuitiva, permitiendo a las personas aprender sobre
diversos temas.

2. Metodologia

2.1. Geometria proyectiva

Geometria proyectiva permite representar de forma li-
neal espacios y objetos sujetos a transformaciones de
perspectiva. Debido a que las cAmaras realizan trans-
formaciones de perspectiva al capturar un objeto dese
diferentes puntos de observacion, el estudio de geome-
tria proyectiva es de gran importancia en el area de
visién por computadora.
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Figura 1: Transformacién entre coordenadas cartesia-
nas y coordenadas homogéneas (espacio proyectivo).

La geometria proyectiva hace uso de coordenadas ho-
mogéneas para representar puntos y lineas en el es-
pacio. Emplearemos el operador H para convertir ob-
jetos dados en coordenadas cartesianas a sus equiva-
lentes en coordenadas homogéneas. Particularmente,
un punto en el espacio n-dimensional, dado en coor-
denadas cartesianas por el vector x, es equivalente al
vector de coordenadas homogéneas

y = Hlz] (1)
en n + 1 dimensiones. La Fig. 1 presenta una des-
cripciéon grafica del operador de coordenadas homo-
géneas. La ecuacion caracteristica que define el pro-
ceso de trasformacion entre coordenadas cartesianas
y homogéneas es

S

-1

Ho ' [yl (2)

donde S es el operador escala. Cabe senalar que el
operador de coordenadas homogéneas incluye la re-

presentaciéon de puntos ideales, los cuales son vectores
(n + 1)-dimensionales con escala cero.

Antes de proceder con la digitalizaciéon de objetos es
necesario comprender cémo funciona la captura de
imAgenes en una cidmara. Todos los puntos de un obje-
to 0 escena visible emiten rayos de luz en todas direc-
ciones. El modelo mas simple para representar cémo
una camara captura una imagen consiste en el modelo
pinhole, que se ilustra en la Fig. 2. En este modelo,
los rayos de la escena son bloqueados excepto aquel
que cruza por el pinhole y llega hasta el plano imagen
donde se detecta como un punto. Este proceso se re-
pite para todos los puntos de la escena, formando asi
la imagen completa de la escena. En las cAmaras mo-
dernas, el plano de imagen se encuentra en la pelicula
fotografica o en un sensor electroénico [1].

El modelo basico de una camara pinhole consta de
un centro 6ptico C, donde convergen todos los rayos
de la proyeccién, y un plano de imagen R en el cual
la imagen es proyectada. Este plano de imagen esta
ubicado a una distancia focal f del centro 6ptico y es
perpendicular al eje z [2].

f
Distancia focal

x Eje dptico Z

C
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Figura 2: Modelo geometrico de una camara pinhole.

Para ubicar un punto en un plano, se emplean va-
rias matrices, como la matriz de rotacion, la matriz
de parametros intrinsecos de la camara y el vector
de traslacién. Es por ello que, durante el proceso de
formaciéon de iméagenes, donde se busca determinar
varias caracteristicas del plano escena, resulta de su-
ma relevancia conocer la matriz de la matriz de la
camara

C=KI, (3)

la cual incluye tanto los parametros intrinsecos K (ta-
maiio de pixel y longitud focal, por ejemplo) como los
parametros extrinsecos L = [RT, —RTt] (orientacién
y posicion) de la cadmara.

2.2. Homografias, calibracion y trian-

gulacion

Para determinar los parametros de una camara, cuan-
do los puntos a detectar pertenecen a un plano dis-
tinto, se requiere trasformar los puntos escena a pun-
tos en el plano de la imagen. Para esto, primero se
considera que los puntos del plano caAmara se pueden
convertir al plano de referencia luego de aplicar una
rotacion y una traslaciéon a los valores de su matriz
asociada. Bajo tales consideraciones se define la ma-
triz homografia como

G = K[F, 7y, —RTt]. (4)

expresada a su vez por los valores:

g11 gi12 4913 911
G= {921 g2 923| = |92 5
g31 932 933 g31 ( )
= [91 g2 93] )

donde, para la mayoria de los casos practicos, se puede
asumir

(6)

La columna g3 define la imagen del origen del plano
de referencia. La representacion de la relacion de las

g33 = L.



coordenadas fisicas con respecto a las coordenadas pi-
xel se expresa del siguiente modo:

n=H"'[GH|p]], (7)
o bien,

p=H G H[u]). ®)

Para cada correspondencia dada p < u, se tiene las
relaciones

] st - ot [or] -

] g3 H|p]

Puesto que el objetivo radica en ajustar la cantidad de
incognitas, que hasta el momento han sido percibidas,
con la cantidad de observaciones necesarias, para con
ello estimar el numero de homografias requeridas, se
recurre a la siguiente ecuacion:

Az = y. (10)
Para definir las ecuaciones bajo este modelo se aplica
el método de descomposicion de valores singulares,
con el cual se obtienen dos matrices ortogonales y
una matriz diagonal que contiene valores singulares,
las generalidades de este procedimiento se muestran
a continuacion:

[ngH[p]} _ {gsT”H[p]uz} _ [O} (1)
@ Hlpl] (B Hlplp,] |0
0, equivalentemente,
Hpl  of ——pHplT] (7)o
of  Hll" —mHp] |2
Usando el vector auxiliar
e
tenemos
Hlp| g1 —pa(p"h+1)] _
{Hw% —my(ph+ 1) 0 (1)
Hp]" ¢ —umH[p]Th} {uz]
J - =0 15
{’H[p]ng —uyHlp"h] |y Y (15)
Hlp)" OF —uxpT] g
—_ 16
[05 Hpl” —wot) (| = 10

Cabe destacar que en esta ultima expresion, se tie-
ne ya un vector de dimension 8 x 1, alcanzando una
relaciéon coherente entre el nimero de incégnitas y el
numero de observaciones.

Figura 3: Determinacién de puntos por triangulacion.

Una técnica eficaz para realizar lo anterior es la de
calibracién camara-proyector. Es importante aclarar
que para fines de anéalisis matemaético, un proyector
se comporta de la misma manera que una camara.
Esta técnica consiste en sobreponer 2 tableros de aje-
drez. Un tablero fisico de color amarillo se coloca en
el plano de referencia y se le proyecta encima uno
color cyan [3]. Se toma cierta cantidad de imagenes
de ambos tableros sobrepuestos, cambiando de pose
el tablero amarillo cada vez. Estas imagenes se ingre-
san a procesadores de imagenes automaticos donde se
pueden obtener los puntos de correspondencia reque-
ridos para la calibracion [4].

Una vez ubicados los distintos puntos en el plano se
procede a encontrar la posicion en el eje z de los obje-
tos digitalizados. Este proceso requiere realizar trian-
gulacién utilizando un vector de direcciéon de la cama-
ra a un punto determinado del objeto y otro vector del
proyector hacia el mismo punto [5]. Tomando en cuen-
ta la interseccion entre los vectores de direccion desde
dos puntos (cAmara y proyector) es posible determi-
nar la profundidad del punto que se esta analizando,
como se aprecia en la Fig. 3.

El procedimiento de triangulaciéon descrito se pue-
de seguir matematicamente a través de las siguientes
ecuaciones.

w1 = H VK RT, —RTt)1[p]],

_ (17)
pe = H KRS, — Ry to] Hp)],
p=ti + MR K Hjy)] = 1 + \idy, (18)
P =ty + MaRo Ky 'Hlpo] = to + Aoda.
De modo que
[di  dy] - (19)
1 2 )\2 2 1

que puede reescribirse en la forma Ax = y, donde
A = [dl,dg], xr = [Al,)\Q]T, Yy = t2 — tl. De esta



forma, es posible calcular las incognitas A\ y Ao como

x=(ATA) ATy (20)
Siguiendo este desarrollo, obtenemos el modelo mate-
mético que define el punto de interés en términos de
los puntos de correspondencia entre la posiciéon rela-
tiva de la cAmara y del proyector:

1
p= §(t1 +t2+)\1d1+)\2d2)' (21)

2.3. Corrimiento de fase

El método de proyeccion de franjas (FP, por sus si-
glas en inglés, fringe projection) consiste en proyec-
tar sobre un objeto patrones de intensidad en forma
de franjas o lineas, capturar y analizar los patrones
que inciden en el objeto y finalmente, tras el analisis
correspondiente, determinar las mediciones y perfi-
les tridimensionales del objeto [6]. Para recuperar las
coordenadas pixel del proyector se sigui6 el siguiente
procedimiento algebraico:

I =a+bcos(¢p+0) =a+ beos(¢),
—) = a — bsin(¢),

Is =a+bcos (;5+7r) =a — bceos(¢),

(
Io =a+bceos(¢
(22)

(

(

Iy =a+bcos ¢—|——) = a + bsin(¢),

de donde se deduce

Iy — I

tan(¢) = I, =

2bsin(¢)
2bcos(p)’

vy que permite obtener la fase envuelta como

4 (1a—1I
w = tan~! .
10) an (11_13>

Unién de nubes de puntos

2.4.

En un escenario tipico, dadas dos nubes e puntos A
vy B, se desea determinar cuanto se parecen entre si.
Por lo general, uno de los objetos puede sufrir cier-
tas transformaciones, como traslacion, rotacion y/o
escala, para que coincidan también con el otro objeto
como sea posible [7]. Esto se puede realizar mediante
diferentes métodos, uno de ellos consiste en la obten-
cion de puntos de correspondencia, que son coordena-
das que representan la misma informacién desde dos
perspectivas diferentes (obtenidas manual o automéa-
ticamente). Con estos puntos, se calcula la matriz de
rotacién y su vector de traslaciéon utilizando un algo-
ritmo de optimizacion.

En este proyecto, se empled el algoritmo iterativo del
punto méas cercano (ICP, del inglés Iterative Closest

Point), que es ampliamente utilizado, debido a su
simplicidad, buen desempeno en la practica, y que
proporciona la matriz de rotaciéon y su vector de tras-
lacion sin necesidad de puntos de correspondencia [8].

Dados dos nubes de puntos A y B en R? (también
conocidas como forma de datos y forma de modelo,
respectivamente), deseamos minimizar una funciéon de
costo

A+, B),

sobre todas las traslaciones ¢ de A con respecto a B.
El algoritmo comienza con una traslacion arbitraria
que alinea A con B (de manera poco éptima) y lue-
go realiza repetidamente mejoras locales que siguen
realineando A con B, mientras se disminuye la funcion
de costos hasta que no sea posible ninguna mejora [7].

(25)

2.5.

La holografia es un método de recuperacion integral
de la informacion relativa al campo de irradaciéon di-
fundido por un objeto real, lo que permite obtener
imagenes opticas tridimensionales de distintos tipos
de objetos [9].

Despliegue holografico

Al principio de este método ocurre una interferencia
entre la onda emitida por el medio de proyeccién y
una onda de referencia conocida (medio material, en-
tre el medio emisor y receptor), al combinar ambas
ondas su patron interferencial queda registrado en el
material de soporte para procesos fotosensibles (lami-
na de acetato), dando lugar al holograma.

De esta forma, el holograma forma una imagen tridi-
mensional del objeto, atin cuando éste no se encuentre
alli, pues se dispone de su onda y es ésta la que alcanza
los ojos del usuario. Este frente de onda (imagen re-
construida) es practicamente indistinguible de la onda
original procedente del objeto y puede producir todos
los efectos visuales del haz primitivo [10].

Con el fin de manipular el dngulo desde el cual se
observan los objetos digitalizados, es necesario disenar
una interfaz para el control de perspectiva. En este
caso se opto por el uso de sensores ultrasonicos, que
no requieren contacto con el dispositivo holografico, y
de esta manera se obtenga una interacciéon dinamica.

Un sensor ultrasonico funciona enviando ondas ultra-
sonicas hacia un objeto mediante un emisor, las cua-
les rebotan y son captadas por un receptor como se
muestra en la Fig. 4. Al conocer la velocidad de pro-
pagacion de la senal es posible calcular la distancia
entre el objeto y el sensor tras medir el tiempo en el
cual una senal se propaga desde el emisor al receptor.

Si se aplica este procedimiento de manera continua
a un objeto en movimiento, es posible calcular cuan-
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Figura 4: Principio de detecciéon de movimiento usan-
do un emisor y un receptor ultrasénico [11].

do y en que direccién se estd moviendo. Esto resulta
util, ya que esa informacion se puede interpretar co-
mo movimiento, en el cursor de la computadora y de
esta manera manipular la perspectiva de las nubes de
puntos sin necesidad de contacto fisico con el dispo-
sitivo.

3. Resultados

En este proyecto se usé una camara IDS UI-3880CP-
C y un proyector Epson W39, como se muestra en la
Fig. 5(a). El sistema se calibro aplicando el método de
tableros de colores sobrepuestos, donde se utilizé6 un
tablero impreso de color amarillo con un tamano de
180 x 258 mm con 7 x 10 cuadros. La resolucion de la
camara fue de 2076 x 3088 pixeles y la del proyector de
800 x 1280 pixeles. Se tomaron 12 imagenes rotando
y trasladando el tablero amarillo de diferentes mane-
ras para posteriormente procesarlas en la aplicaciéon
Checkboard Detector en Matlab. En esta aplicacion,
se detectaron las esquinas de los cuadros del tablero
en los canales rojo y azul.

Una vez obtenidos estos puntos de cada tablero, se di-
senaron distintas funciones en Matlab que calculaban
los puntos rho y mu de cada fotografia tomada para
la calibracion. Estos puntos calculados se utilizaron
como parametros de entrada en otra funcién que re-
tornaba las homografias calculadas, con las cuales se
obtenian los parametros intrinsecos de la camara y el
proyector, asi como la matriz de rotaciéon y el vector
de traslacion.

Con la camara y el proyector calibrados, se proce-
di6 a digitalizar el maniqui que se observa en la Fig.
5(b). Para ello, se empled la técnica de proyeccion de
franjas. Los parametros utilizados para esta técnica
incluyeron la proyeccién de 4 rejillas con 12 despla-
zamiento de fase y una frecuencia de fase maxima de
12 pixeles por franja. Este proceso se repitio 21 veces,
rotando ligeramente el maniqui sobre su eje cada vez,
con el fin de capturar imégenes desde multiples los
angulos.

Una vez obtenidas las imagenes desde los 21 angulos
distintos, se cre6 una nube de puntos para cada uno.

Las Figs. 5(c) y 5(d) muestran dos de las nubes obte-
nidas, frontal y lateral, respectivamente. Esto se logré
utilizando funciones programadas en Matlab que per-
mitieron realizar el proceso de demodulaciéon de fase
y triangulacién. Es importante mencionar que, para
la creacion de dichas nubes, se debe tomar en cuenta
el color de la imagen para obtener una mejor resolu-
cién y nubes de puntos con mayor informacion, lo cual
permite una mejor unién de puntos posteriormente.

Una vez teniendo las 21 nubes de puntos se utilizo
la funcién pcregistericp de Matlab que aplica el
algoritmo ICP para alinear y posterormente unir las
diferentes perspectivas con el fin de obtener el modelo
360°. Esta funcion recibe tres argumentos:

= nube base,
= nube a alinear (ambas nubes en formato ply), y
= ¢l parametro

Metric = "pointToPlaneWithColor",

Este parametro especifica la métrica de minimi-
zacion y la informacion de color en las nubes de
puntos para encontrar la transformacion.

Como resultado, se obtiene la informacién de la trans-
formacion rigida utilizada, un objeto con la nueva nu-
be de puntos alineada y un valor de error. En nuestro
proyecto, solo es necesaria la nube de puntos alineada.

Posteriormente se utiliz6 la funciéon de Matlab
pcmerge para crear una nueva nube generada por la
unién de de la nube base y la nube alineada. La fun-
cién recibe como argumentos de entrada: la nube base,
la nube alineada, y un parametro de paso que especi-
fica la definicion con la que se creara la nueva nube.
El resultado de la unién se convierte en la nueva base
y se selecciona una nueva perspectiva para unir, repi-
tiendo este proceso para las 21 nubes obtenidas hasta
llegar al modelo a 360°, que se muestra en la Fig. 5(e).

Se realizaron pruebas con dos sensores ultrasoénicos
HC-SR04 conectados a la computadora a través de
un Arduino, el cual procesaba la distancia detectada
por los sensores y, mediante una conexiéon serial con
Matlab, se recibian dichos datos. Una vez obtenidas
las distancias, estas se utilizaban para interpretar si
las manos del usuario se acercaban o se alejaban del
sensor. Se implement6 la libreria de Matlab

’awt.Java.Robot’

para rotar la imagen sobre los ejes X y Y, seguin fuese
el movimiento efectuado por el usuario. La funcion de
dicha libreria radica en el manejo de la interfaz grafica
de usuario tnicamente utilizando c6digo, por lo que
para rotar la imagen sobre el eje Y se posicionaba el
cursor en el centro de la pantalla y se arrastraba de



Figura 5: (a) Sistema camara-proyector para digitalizacion 3D por proyeccion de franjas. (b) Maniqui usado
como objeto de prueba para reconstruccion 3D. (¢) Vista frontal de la digitalizacion del maniqui. (d) Vista
lateral de la digitalizacion del maniqui. (e) Nube de puntos 360°.

lado a lado. Para las rotaciones sobre el eje X, tam-
bién se iniciaba colocando el cursor en el centro de la
pantalla y se arrastraba hacia arriba o abajo, depen-
diendo del movimiento de la mano. Estos movimien-
tos se realizaban sobre una ventana de "pcviewer" de
Matlab, la cual era inicializada al principio del progra-
ma ya con la nube de puntos de 360 grados cargada.

De manera simultanea al acondicionamiento de los
sensores, se comenzo con el disefio de la interfaz holo-
grafica, la cual consistié en una caja holografica hecha
de cartén y una lamina de acetato, elemento encar-
gado de producir el efecto éptico. Dicho dispositivo,
ademas, cont6é con un espacio especifico para colocar
los sensores previamente mencionados. En la Fig. 6
se pueden observar los planos que se disenaron para
construir de la caja holografica, atendiendo a nues-
tros requerimientos dimensionales, principalmente de-
bidos al tamano de la pantalla de la computadora uti-
lizada para el despliegue de las digitalizaciones.

El la parte inferior del prototipo, vea el plano de vista
frontal, se coloco la computadora, misma que conte-
nia el programa encargado de mostrar la digitaliza-
cion del objeto y procesar los datos proporcionados
por los sensores. Conforme a las dimensiones espe-
cificadas en los planos, resulta destacable la posicion
angular de la lamina de acetato con respecto a la pan-
talla, la cual es de 45 grados, pues de acuerdo con la
ley de reflexion, la luz proveniente de la pantalla pro-
yectora se reflejara sobre el acetato con un angulo
igual al del rayo de luz incidente, asi, al reflejarse a
45 grados con respecto al acetato, el usuario perci-
bird una imagen coherente que ademés, proporciona
la ilusién de una imagen tridimensional debido a la
transparencia del acetato. Un aspecto no especificado
en los planos pero que resulta de interés es el color
negro de las paredes del prototipo, que permite ab-
sorber los rayos de luz que se reflejan desde el acetato
hacia las paredes internas, ademaés de evitar que estos
se sigan reflejando, lo que ayuda a aislar los reflejos
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Figura 6: Planos

de luz hacia el acetato, para después ser percibidos
por el usuario con mayor claridad.

Con la finalidad de que el prototipo con el sistema
de control operativo se muestre ordenado, se decidio
ocultar los cables y el Arduino, dejando expuestos
tinicamente los sensores. Finalmente, el prototipo ter-
minado del sistema de reconstrucciéon y despliegue 3D
con control de perspectiva sin contacto se muestra en
la Fig. 7.

4. Discusion

El método de proyecciéon de franjas es de gran utili-
dad para el estudio de objetos delicados, digitaliza-
ciones 3D de obras de arte, hallazgos arqueologicos y
otros objetos donde el contacto fisico debe evitarse.
Sin embargo este método no es muy practico para la
digitalizacion de escenarios completos.

La union de diferentes perspectivas para generar nu-
bes de puntos a 360° presenta complicaciones, el pro-
cedimiento puede generar resultados imprecisos si no

VISTA FRONTAL ADAPTADA PARA LA INSTALACION DE LOS SENSORES

del prototipo.

se selecciona un cambio de orientacion adecuado entre
nubes y si el objeto no cuenta con informacién sufi-
ciente. Sin embargo, el uso del algoritmo ICP logra
un proceso mas eficiente que la seleccion de corres-
pondencias manuales.

El prototipo de despliegue holografico muestra re-
sultados favorables, siendo la iluminacién externa el
principal problema encontrado.

5. Conclusiones

Mediante el desarrollo del presente proyecto se ad-
quirieron aprendizajes relativos a las técnicas de luz
estructurada, desde sus principios algebraicos hasta
sus aplicaciones y limitaciones. En la etapa de imple-
mentacion se realizé la digitalizacién tridimensional
de objetos. Asimismo, como eje complementario al
proceso de reconstruccién, se disené y construy6 un
dispositivo holografico equipado con dos sensores ul-
trasénicos que permitieron manipular la perspectiva
del objeto proyectado rotandolo sobre los ejes X y



Figura 7: (Izda) Prototipo con sensores expuestos. (Centro) Prototipo de la interfaz holografica terminado.

(Dcha) Prototipo operativo con interfaz activa.

Y, sin necesidad de contacto fisico con la interfaz de
control. Una caracteristica importante del diseno del
prototipo final fue que resultara econémico, accesible
e intuitivo tanto para la ensenanza como para la vi-
sualizacion de informaciéon y de procesos complejos,
donde el manejo de una perspectiva tridimensional
resulte funcional y beneficioso para nuestra comuni-

dad.

Como trabajo a futuro, se plantea integrar el sistema
propuesto al drea educativa, cultural, e industrial, pa-
ra este objetivo sera necesario establecer mejoras tan-
to en el prototipado como en el sistema de control de
perspectiva, asi como automatizar el método de digi-
talizacion para una implementaciéon éptima.
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